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Abstract: Uncertainty analysis in integrated wastewater treatment modelling is still 

in its infancy, although techniques from different fields are increasingly used in 
research for design and control of wastewater treatment plants (WWTPs). 
However, results should be interpreted with care. This paper shows explicitly the 
influence of different methodologies and subjective choices on prediction 
uncertainty for a simple environmental modelling case: a respirometric experiment 
for acetate degradation without storage. Thi s case uses experimental data and can 
be used to estimate kinetic parameters of activated sludge in full -scale wastewater 
treatment modelling. These are subsequently used in more complex activated 
sludge models (ASMs) for dynamic modelling studies, in order to reduce the 
number of parameters to calibrate in these overparameterised models. Three 
uncertainty analysis methodologies are compared: (1) classical parameter 
estimation (Fisher Information Matrix or FIM -based), which has been performed 
extensively for respirometric models. The derived parameter confidence intervals 
are then propagated to the output through Monte Carlo (MC) simulations with and 
without correlation based sampling; (2) MC simulations from expert-based 
probability density functions; (3) t he generalised likelihood uncertainty estimation 
(GLUE) method, a well-known uncertainty analysis method applied in hydrological 
modelling, recently also applied on full-scale WWTPs. The output uncertainty 
boundaries on the model output are very specific t o the method used and to 
subjective choices like probability density functions in the expert-based method and 
threshold values in the GLUE method. Besides, classical parameter estimation and 
GLUE are useful to observe and easily handle correlated parameters, which is very 
important when using these methods on full -scale models. Appropriate validation 
experiments are needed to judge the applicability of the different applied methods. 
Whereas this seems not possible at full-scale level, it should be feasible to perform 
validation respirometric experiments at lab-scale. 
Keywords: GLUE, parameter estimation, bioprocess model 
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1. Introduction 
 

1.1. Uncertainty in wastewater treatment modelling 
 
According to Belia et al. (2009), uncertainty analysis methods can be divided into 
three groups: 1) methods used to characterize and prioritize uncertainty, 2) 
methods used to increase the quality of information, 3) methods used to quantify 
the sources of uncertainty, propagate these uncertainties to the model output and 
evaluate the resulting output uncertainty. In this paper, the term uncertainty analysis 
only refers to the last group. 
 
Most studies on the propagation of uncertainty in WWTP are conducted for design 
or control of WWTPs (Benedetti et al., 2010; Benedetti et al., 2012; Bixio et al., 
2002, Mannina, 2011). Indeed, an uncertainty analysis offers a quantitative basis to 
justify safety factors (used in design) and to give rise to better informed decision 
making in cost saving engineering projects (Sin et al., 2009). In WWTP control 
strategy evaluations, uncertainty can be used to assess the robustness of a certain 
control strategy against deviating biological, operation and design parameters, to 
assess the importance of uncertainty in multi-criteria analysis and to assess the 
probability of exceeding legal effluent standards (Benedetti et al., 2010) 
 
Although uncertainty analysis revealed to be a powerful tool in previous mentioned 
applications, the need for an easily applicable and scope-specific comprehensive 
protocol that incorporates uncertainty identification and analysis in the modelling 
procedure was raised recently. Moreover, further research to model structure 
uncertainty and the influence of correlations between uncertain input parameters on 
uncertainty is recommended (Sin et al., 2009).  
 
However, since the complexity of full-scale models, it is difficult to interpret or track 
the origin of model prediction uncertainty. Simple respirometric experiments are 

typically used in ótheoreticalô parameter estimation studies or to estimate biological 

parameters of the activated sludge in order to reduce the number of parameters to 
calibrate in the overparameterised activated sludge models (ASM) used in full -scale 
modelling studies (Vanrolleghem et al. 1999, Gernaey et al. 2002). This widely 
known experiment and model can also be used to investigate output uncertainty 
because the model predicts the oxygen uptake rate of the bacteria, which can be 
indirectly measured from the dissolved oxygen profile in the reactor.  
 
1.2. Uncertainty analysis methodologies 
 
Three prediction uncertainty methodologies are compared: classical parameter 
estimation, Monte Carlo (MC) simulations from a multi-dimensional parameter 
space set by expert knowledge and the Generalised Likelihood Uncertainty 
Estimation method (GLUE). 
 
Classical parameter estimation determines parameter confidence intervals (CIs) 
based on linear approximations of the parameter estimation covariance matrix, 
which can be approximated by inverting the Fisher Information Matrix (FIM). 
Classical parameter estimation is extensively used in ótheoreticalô respirometric 
studies. Different methodologies for propagating parameter uncertainty to the 
model output (OURex) are compared: (1) MC simulations from a parameter space 
defined by uniform distributions with a range equal to the 95% CIs without 
correlation-based sampling; (2) same as (1) but with correlation-based sampling; 
(Iman and Conover, 1982) and (3) linear error propagation (Omlin and Reichert, 
2000). 
 
The second method consists of performing MC simulations from expert-based 
probability density functions without taking into account parameter correlations 
(Benedetti et al., 2010) The method is increasingly being used in research for 
practical applications of uncertainty in design and control of WWTP. Most studies 
are performed by defining a probability density function (PDF) for each uncertain 
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parameter. Distribution type, mode and variability from the mean value are defined. 
A commonly used method to set boundaries is the division of the selected 
parameters into three groups according to their óexpectedô uncertainty, each 
corresponding with a predefined variability around the default value, typically 5%, 
25% and 50% and typically a uniform, triangular or truncated normal distribution is 

implied (Reichert and Vanrolleghem, 2001). However, the determined uncertainty 

when sampling from an expert-based parameter space is directly linked to the 
choice of these PDFs (clearly shown by Benedetti (2008)) 
 
GLUE is an uncertainty analysis method mainly applied in hydrological modelling 
(Beven, 2006) and recently also used in full-scale WWTP modelling (Mannina et 
al., 2011). In the GLUE method, a large number of random simulations from a prior 
multi-dimensional parameter space are run, after which the óbehaviouralô 
simulations are selected based on a predefined likelihood measure (cf. Nash-
Sutcliffe criterion (NS) and sum of squared errors (SSE)) and a user-defined 
threshold. óBehaviouralô parameter combinations are conditioned to the parameters 
and weighted proportional to their corresponding likelihood value. This results in a 
posterior cumulative distribution function, which allows deriving 95% predictive 
uncertainty on the model output. The GLUE method was proposed as a method to 
handle potential equifinality (non-identifiability or non-uniqueness) of parameter 
combinations during parameterization. It is related to Bayesian estimation 
techniques, but it doesnôt depend on an explicit statistical error (residual) model. 
This error model is a key point in the Bayesian method (Beven, 2006), but 
sometimes difficult to specify as a result of the composite effect of multiple error 
sources (Beven et al., 2008). On the other hand, when applying the GLUE method, 
the prediction limits and the posterior distribution of the parameters will be sensitive 
to the choice of the likelihood function and the choice of the threshold value (Li et 
al., 2010; Montanari, 2005).  
 
 
2. Materials and methods 
 
2.1. Respirometric experiment 
 
The flowing gas-static liquid respirometer consists of a reactor with a volume of 2L 
filled with sludge, taken from the aerobic tanks of the municipal WWTP of 
Ossemeersen (Gent, Belgium) which was aerated overnight to ensure endogenous 
state. Temperature is controlled at 20 °C (± 0.05) and pH at 7.5 (± 0.1). Dissolved 
oxygen and pH are recorded every second with an LDO sensor (Mettler Toledo, 
Inpro 6870i) and a pH-sensor (Mettler Toledo HA 405-DXK-S8/225). An acetate 
pulse of 60 mg COD/L was added according to Gernaey et al. (2002). Exogenous 
oxygen uptake rate (OUR) profiles are calculated similar to Petersen (2000). 
 
2.2. Respirometric model 
 
A simple respirometric model (Eqs. (1)-(3)) for aerobic degradation of acetate 
without storage was used (Gernaey, 2002). It predicts the model output variable 
exogenous oxygen uptake rate: OURex (mg L
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with S: substrate concentration (mg COD L
-1

), X: biomass concentration 

(mg COD L
-1

), t : retardation on biomass activity (d
-1

), Y: yield of the biomass (-), 

mmax: maximum growth rate (d
-1

), Ks: half-saturation Monod constant (mg COD L
-1

). 
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3. Results 
 
3.1. Respirometric experiment and parameter estimation 
 
From the performed experiments, a profile that matched expectations (no storage, 
biomass adaptation or noticeable experimental errors) was used as test case. The 
sum of squared errors of the OURex profile was minimised with the Shuffled-
Complex Evolution (SCE) algorithm (Duan et al., 1992) and resulted in an excellent 
model prediction (Figure 1). Estimated parameter values are shown in Table 1. 
 

                
Figure 1. OURex (left) and DO (dissolved oxygen; right) profiles of the selected 
respirometric experiment. Measurements are indicated with black lines, model 

predictions with grey dotted lines. 
 
 
3.2. Subjective choices and assumptions 
 
The classical parameter estimation uncertainty method is based on statistical 
properties of the estimation error. It assumes white noise, i.e., the deviations 
between model prediction and measurements, is only caused by measurement 
errors. Parameter CIs can be propagated to the output by linear error propagation 
(assuming linearity of the model near the optimal point in parameter space) or by 
MC simulations (no assumption on linearity). It should be emphasised that 
correlation-based sampling strategies are needed to avoid propagation of 
impossible parameter combinations (Figure 2). 
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Figure 2. Uncorrelated sampling (top) and correlated sampling (bottom). Blue: 
statistically calculated 95% CI. Red: sampling points for 10,000 MC simulations 

from uniform distributions over the parameter CIs. 
 
 


