What is a good index? Problems with statistically based indicators and the Malmquist index as alternative.
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Abstract: Conventional multivariate statistical methods have been used for decades to calculate environmental indicators. These methods generally work fine if they are used in a situation where the method can be tailored to the data. But there is some skepticism that the methods might fail in the context of skewed data distributions or spatial auto-correlation. Further, the indicators developed by statistical approaches can not be used to compare different regions or time periods that had not been covered by the input data. The aim of the paper is to demonstrate some of the shortcomings and to identify how the Malmquist index might be used as an alternative. The paper presents the results of an exhaustive review in the field of environment, hydrology and water quality which identified the most commonly used approaches. Then principal component analysis as representative of these approaches and the Malmquist index are challenged with simulated time series data to demonstrate the failure of statistical methods in two of the most common problems faced in construction of a water quality index.
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1. Introduction
Over several decades there have been many attempts to produce satisfactory indexing systems. One of the main reasons for producing such indexing systems is to provide scientists and managers with easily assimilable information about environmental quality issues - such as for instance water quality. Water quality is a complex issue, influenced by numerous factors. As a consequence, a large number different approaches to the calculation of a water quality index (WQI) have been developed that reflect diverse motivations in hydrology, environmental sciences, biology, etc., or variable reduction for monitoring. As Beamonte Cordoba et al. (2010) state, water quality is intrinsically tied to the different intended uses of the water; different uses require different criteria. Water quality is one of the most important factors that must be considered when evaluating the sustainable development of a given region. Concerns over how to soundly measure water quality have increased in recent years, also with regard to the implementation of related acts and directives to improve water quality (Jarvie et al., 1997; Ullrich and Volk, 2010).
Many physical and chemical characteristics can be used to evaluate water quality or the degree of water pollution. Therefore, it is not possible in practice to clearly define water quality by separately examining the behavior of every individual variable (either spatially or temporally). The (difficult) alternative consists of integrating the values of a set of physical and chemical variables into a unique value (i.e., an overall or global index). The techniques to construct the indices include cluster analysis (Khalil et al., 2010; Styers et al., 2010), principal components analysis and factor analysis (Ou et al., 2010; Tran et al., 2010), discriminant analysis (Feio et al., 2009; Kane et al., 2009), spatial weighting using multivariate statistical analysis, and fuzzy logic (Ghosh and Mujumdar, 2010). This work has been extended to include errors in measurement of the constituent variables used to construct the water quality index (Ghosh and Mujumdar, 2010; Taheriyou et al., 2010).

The fundamental idea for construction of an index is that two or more quantities of interest can be represented by a single number. The defining issue for calculation of an index is how the quantities one is interested in can be weighted and combined. The underlying assumption of these water quality indices is that the calculated index is representative of the measured components in some sense. How such an index should be constructed and the necessary properties to ensure that it is representative have been the subject of research since the late nineteenth century (see for example Pierson, 1895). The interpretation of how an index is “representative” of the underlying data has to lead to several approaches, including the economic, test (or axiomatic), and the Divisia approaches. We have been unable to find any reference to this large, mature subject literature in any study of water quality indices.

We accept that the axiomatic approach to construction of index is necessary to answer the question “what is a good index?”. Indices have to meet the requirements of homogeneity, time reversibility, transitivity, and dimensionality (Fisher, 1922):

1. homogeneity \( Q(\lambda x^t, x^{t+1}) = \lambda Q(x^t, x^{t+1}), \quad \lambda > 0 \),
2. time-reversibility \( Q(x^t, x^{t+1}) \cdot Q(x^{t+1}, x^t) = 1 \), that is, when the quantity for one time period is exchanged with another, the resulting index is the reciprocal of the original index. Diewert (1992) p. 218 remarks that Pierson (1895) was so upset with the “fact that many of the commonly used index number formulae did not satisfy this test that he proposed that the entire concept of an index number should be abandoned.”
3. transitivity (or circularity test) \( Q(x^t, x^{t+1}) \cdot Q(x^{t+1}, x^{t+2}) = Q(x^t, x^{t+2}) \). This property means that whether a fixed base or a chain of observations is used to calculate the index, the result will be the same.
4. dimensionality \( Q(\lambda x^t, \lambda x^{t+1}) = Q(x^t, x^{t+1}) \), that is, if we change the units of measurement for each commodity by the same positive number \( \lambda \), then the index remains unchanged.

Our motivation for the study of water quality indices lies in the specification of objectives in a multiple objective optimization approach to agri-environmental policy analysis. In our integrated modeling system, we require that a WQI is can be calculated without human intervention. This additional requirement limits acceptable approaches to those where the weights used in WQI calculation are endogenous. That is, the decision to assign importance to a variable is based solely on the data available for the calculation, and is carried out in a computational algorithm. This limits our choices to statistical methods or Malmquist index related methods.

We carried out an exhaustive review of papers dealing with the development or application of indices in water quality related studies to get an overview over the most applied statistical methods in this field. In the next step, we tested the indices calculated by these methods for time reversibility. As own contribution to index development, we test a water quality index that is based on the foundation of index theory. Our approach is based on the Malmquist (1953) consumer quantity index. In particular
we apply Shephard’s (1953) input distance functions and following Malmquist, use ratios of them to define the index. To calculate the water quality index, we apply a method alternatively known as Data Envelopment Analysis (DEA, Charnes et al., 1978) or Activity Analysis (von Neumann, 1937). For the theory of index numbers, see Diewert (1987). The weights applied to each metric in the construction of the water quality index are endogenous using this approach. In the second section, we discuss the theoretical basis for the construction of a water quality index.

2. Methods

2.1 Review of water quality index methods

We found 824 papers in ISI web of science (state November 2011) by using “environment index management” for Topic and “Environmental Sciences, Ecology, Water Resources, Agriculture Multidisciplinary” as refining terms. 189 of the papers used statistical methods – the others relied on externally defined weighting schemes or weights assigned by experts. Figure 1 shows the results of our analysis.

Most studies used principal component analysis, followed by cluster analysis and canonical correspondence analysis / correspondence analysis. Analysis of Variance (17), Artificial Neural Networks (15), Fuzzy sets (13) as well Factor Analysis (11) are next in the ranking. Other methods include discriminate analysis, SARIMA (multiplicative seasonal autoregressive integrated moving average model), multiple regression, MRPP (Multiresponse Permutation Procedure), MDS (Multidimensional scaling), FORM (first-order reliability method) and MCA (Multicriteria analysis).
2.2 The Malmquist index

The idea of Malmquist (1953) was to introduce a benchmark curve (an indifference curve in this case) and measure the distance of each vector from the curve. The ratio of these distances defines the index. The benchmark curve can be calculated from the data or can be set, e.g. by legislative water quality thresholds or other regulative thresholds.

The two dimensional case is illustrated in Figure 2, where we wish to compare vector $x^0$ of length $0C$ with vector $x^1$ of length $0B$. The benchmark that we use for comparison is the best practice benchmark II, where we are indifferent as to choice among points that lie on the curve. Each distance $AB$ and $DC$, known as Shephard's input distance function, is the distance that each vector can be proportionally reduced to reach the benchmark (II). The ratio of the input distance functions, i.e. $(0B / 0A) / (0C / 0D)$ defines the Malmquist input quantity index, and we conclude for this example that $x^1$ has better water quality than $x^0$, it requires a smaller contraction to reach II than $x^0$.

In this paper we calculate the distances using a linear programming method known as Data Envelopment Analysis (DEA) (Charnes et al., 1978) or Activity Analysis (von Neumann, 1937). We assume there are $N$ characteristics of water quality $x \in \mathbb{R}^N$, and $k=1,...,K$ measurements (observations) of water characteristics at $t=1,...,T$ time periods. Our data is represented as:

$$x_i^k \quad k=1,...,K, \quad t=1,...,T, \quad x_i^k \in \mathbb{R}^N .$$

The $z_i^k \geq 0$, are intensity variables. The intensity variables form the convex hull of all the data points. The lower boundary of this set is the best practice benchmark isoquant II in Figure 2. For each observation $(k,t)$ we compute:

$$\left(D(x_i^k)^{-1}\right) = \min \theta$$

$$s.t. \quad \sum_{k=1}^{K} \sum_{t=1}^{T} z_i^k x_{kn} \leq \theta x_{kn}, \quad n=1,...,N ,$$

$$\sum_{k=1}^{K} \sum_{t=1}^{T} z_i^k = 1$$

$$z_i^k \geq 0, \quad t=1,...,T, \quad k=1,...,K .$$

Suppose we compare $(k',t)$ with $(k',t+1)$, then the Malmquist water quality index (WQI) is

$$WQI_{k'} = \frac{D(x_{k',t+1}^{k'})}{D(x_{k',t}^{k'})} .$$

In this application, we compare all measurements through all time periods $1$. If $WQI = 1$, water quality is equal to the best practice. WQI values greater than 1 indicate a poorer water quality. To implement
the calculation, we use a linear program to solve (2) for each observation, then calculate (3), the water quality index.

3. Comparison of alternative calculation of indices

The fundamental difficulty in comparing methods for calculation of index lies in the fact that no “observed” index exists to compare with alternative approaches to calculation. In all of these studies, the index is most commonly validated by a statistical comparison with observations of variables that characterize the purpose of the index. Correlation is often used as the measure in comparison of indices to observations (see Schletterer et al. (2010), for example). Lopez y Royo et al. (2010) combine validation with index construction by individually relating the constituent variables to the condition of seagrass, then combining the resulting scaled categories to calculate an index. Comparison of indices with simulation results have also been used for validation (Feio et al., 2009).

In this study, we compare the results of a Malmquist index number calculation based on a synthetic data set with the most common statistical approach, principle components analysis (PCA). PCA is representative of the statistical approach in that it establishes the weights for calculation of an index based a statistical property of the data, in this case, variance. The use of a statistical property of the data endogenizes the weights, an important characteristic of the index to be created. Unfortunately, this is only useful in the special case there the statistical property, here the variance, is also the property of interest in comparing observations. In any other situation, there is no reason to expect that variance has any relation to the weights in calculation of a useful index.

We constructed a synthetic data set with 2 iid variables: variable 1, mean = 50, variance = 1; variable 2, mean = 50, variance = 2, 100 observations each. Principal components were estimated using the Princomp package in R (cf. Table 1). Since variable 1 has a low variance compared to variable 2, variable 1 will dominate a WQI calculated using a method that depends on explanation of variance.

A WQI is commonly calculated from the PCA results using the product of the proportion of variation and the loadings (eigenvalues) for each constituent (variable) (see Qian, 2007 for an example). To demonstrate where PCA fails in construction of an index we generated an output variable from 0.9* variable 1 plus a random, normally distributed error. This synthetic output variable represents information that may be used to assign importance such as fish population. The correlation between the synthetic WQI based on the PCA and the synthetic output is very low, 0.06. There is no reason to expect a better correlation because there is no connection between any statistical property of the PCA based index and a comparison of variables. For heteroscedastic data, one can expect even more problems.

<table>
<thead>
<tr>
<th>Importance of components</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comp.1</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.90</td>
</tr>
<tr>
<td>Proportion of Variance</td>
<td>0.78</td>
</tr>
<tr>
<td>Cumulative Proportion</td>
<td>0.78</td>
</tr>
</tbody>
</table>
The Malmquist approach is in contrast to the PCA nonparametric, and requires no assumptions about functional form or distribution. When we analyzed the same synthetic data set using the Malmquist index approach, the WQI correlation with the synthetic output increased to 0.21. Furthermore, the output can be added to the linear programming problem so that the Malmquist index takes account of the relation of the output to the inputs in calculation of the WQI. This is an important feature lacking in almost all other methods.

Data on constituents of water quality are commonly collected through time, and the observed values are often correlated between time periods. Termed autocorrelation for a single time series, this common property of water quality measurements can cause calculation of a WQI to fail because the property of time reversibility is not met. The Malmquist WQI has the property of time reversibility. We demonstrate this problem by again comparing PCA for calculation of a WQI with a Malmquist WQI. Two time series were generated: $x_t = 0.9 \times x_{t-1} + \alpha_t$ where $\alpha$ is iid with mean 3, variance 1 for times series one and iid with mean 9, variance 3 for time series two. We calculated a WQI using PCA and the Malmquist WQI following the equations given in section 2.2 (cf. Figure 3 for the time series of the index values), and tested for time reversibility using the consistent metric entropy test of asymmetry as described by Maasoumi and Racine (2009). The chosen test is nonparametric, and takes account of autocorrelation. The test for time reversibility (symmetry) was rejected (p-value: 0.04) for the WQI constructed using PCA, but could not be rejected (p-value: 0.40) for the Malmquist WQI.

Figure 3. The Malmquist and the PCA based index for the simulated time series data.
4. Summary and conclusions

The mathematical properties required for the construction of an index have been studied for more than a century, and are well known. The Malmquist index approach to construction of a water quality index is derived from this knowledge base, and provides a method that is easily calculated, objective, and requires no information beyond the raw data set. The index has been shown to have the required property of time reversibility. A survey of methods used for water quality index construction revealed that statistical approaches are commonly used, where the water constituents are weighted based on statistical properties of the data. We demonstrated that in two common situations, PCA as the most commonly used statistical approach failed to produce a meaningful WQI, and the Malmquist index succeeded. Generally speaking, it can be expected that the calculation of a WQI using a statistical approach will provide a poor WQI if the statistical properties of water quality constituents do not happen to coincide with a knowledgeable evaluation of importance. The properties of the Malmquist WQI will prevent such problems.
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